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What is Human-Centered AI?

Amplify, Augment, Empower & Enhance People
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Human-Centered AI

Oxford University Press (Early 2022)   https://hcil.umd.edu/human-centered-ai/



Governance Structures



(INDIA)





Ethical AI Principles

https://cyber.harvard.edu/publication/2020/principled-ai
https://ethicsinaction.ieee.org/



Governance Structures for Human-Centered AI

ACM TIIS (Oct 2020)  https://dl.acm.org/doi/10.1145/3419764 
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Reliable systems based on software engineering practices

1) Audit trails and analysis tools 
2) Software engineering workflows
3) Verification & validation testing
4) Bias testing to improve fairness 
5) Explainable user interfaces

TEAM



Reliable Systems 
Software engineering practices for a TEAM

1) Audit trails and analysis tools 

“Flight Data Recorder for Every Robot”

- Retrospective analysis of failures
- Understanding near misses
- Analysis to support preventive maintenance



Reliable Systems 
Software engineering practices for a TEAM

2) Software engineering workflows

Microsoft’s Workflow for Machine Learning

(Amershi, et al., IEEE/ACM ICSE 2019)



Reliable Systems 
Software engineering practices for a TEAM

2) Software engineering workflows

Google Workflow for Algorithmic Auditing

(Raji et al., ACM FAT* 2020)

1. Scoping: identify project scope & audit, raise questions of risk
2. Mapping: create stakeholder map & collaborator contact list, conduct interviews & select metrics
3. Artifact Collection: document design process, datasets & machine learning models
4. Testing: conduct adversarial testing to probe edge cases & failure possibilities
5. Reflection: consider risk analysis, failure remediation & record design history



Reliable Systems 
Software engineering practices for a TEAM

3) Verification & validation testing

- Traditional case-based - User Experience
- Metamorphic - Red Teams
- Differential

+ Microsoft’s Datasheets for Datasets 
+ Google’s Model Cards   + IBM FactSheets
+ Track history of bugs, problems, concerns



Reliable Systems 
Software engineering practices for a TEAM

4) Bias testing to improve fairness 

- Pre-existing, Technical, Emergent Bias
(Friedman & Nissenbaum, 1996; Baeza-Yates, 2018)

- Facial Recognition Intersectional Bias
(Buolamwini & Gebru, 2019; Coded Bias, 2021)

- IBM’s Fairness 360 toolkit



Reliable Systems 
Software engineering practices for a TEAM

5) Explainable user interfaces

- Retrospective explanations (local & global)

New Goal: Prevent confusion and surprise  
- Prospective user interfaces
- Interactive, visual, exploratory



Post-hoc Report
Mortgage Loan Explanations 



Post-hoc Report
Mortgage Loan Explanations 



Post-hoc Report
Mortgage Loan Explanations 

Prospective User Interface



Recommenders: Whichbook.net



Recommender Control Panels



Visual Previews 
- Overview first, zoom & filter, then details-on-demand
- Overview first, zoom & filter, then details-on-demand
- Overview first, zoom & filter, then details-on-demand
- Overview first, zoom & filter, then details-on-demand



Visual Previews 
- Overview first, zoom & filter, then details-on-demand
- Overview first, zoom & filter, then details-on-demand
- Overview first, zoom & filter, then details-on-demand
- Overview first, zoom & filter, then details-on-demand

- Preview first, select & initiate, then show execution
- Preview first, select & initiate, then show execution
- Preview first, select & initiate, then show execution
- Preview first, select & initiate, then show execution





Governance Structures for Human-Centered AI

ACM TIIS (Oct 2020)  https://dl.acm.org/doi/10.1145/3419764 



Safety culture through business management strategies
6) Leadership commitment to safety
7) Hiring and training oriented to safety
8) Extensive reporting of failures and near misses
9) Internal review boards for problems and future plans

10) Alignment with industry standard practices

ORGANIZATION



Safety Culture
Business management strategies for an ORGANIZATION

6) Leadership commitment to safety

- Normal Accident Theory
- High Reliability Organizations
- Resilience Engineering
- Safety Culture: Repeated public statements,

Vision statements, Budget, Openness about failures,
Annual reports on safety, Competitive advantage



Safety Culture
Business management strategies for an ORGANIZATION

7) Hiring and training oriented to safety

- Job notices consistently emphasize safety
- Interviews focus on safety
- Training for safety
- Retraining & simulated disasters



Safety Culture
Business management strategies for an ORGANIZATION

8) Extensive reporting of failures and near misses

- Public & internal reporting
- Data analysis & reviews
- US FAA, FDA Adverse event reporting
- Bug & bias bounties
- AI Incident Database(https://incidentdatabase.ai/)

- Tesladeaths.com 



Safety Culture
Business management strategies for an ORGANIZATION

9) Internal review boards for problems & future plans

- Regular reviews & public reporting
- Oversight group gains experience
- Audit committees



Safety Culture
Business management strategies for an ORGANIZATION

10) Alignment with industry standard practices

- ISO Technical Committee on Robotics
- Robotics Industry Association
- Underwriters Laboratory, Consumer Reports
- IEEE P7000 Series: Ethics, Wellbeing, Transparency
- Capability Maturity Models





Governance Structures for Human-Centered AI

ACM TIIS (Oct 2020)  https://dl.acm.org/doi/10.1145/3419764 



Trustworthy certification by independent oversight  
11) Accounting firms conduct external audits
12) Insurance companies compensate for failures
13) Non-governmental and civil society organizations
14) Professional organizations and research institutes

15) Government interventions and regulation

INDUSTRY



- Degree of Independence, subpoena power
- Powers to enforce recommendations

PNAS Opinion: (November 29. 2016)    http://www.pnas.org/content/113/48/13538.full 
To mitigate the dangers of faulty, biased, or malicious algorithms requires independent oversight

Trustworthy certification 
Independent oversight for an INDUSTRY



https://www.pinterest.com/pin/345932815098550097/

Planning oversight



Federal Reserve 

Continuous monitoring



NTSB Tweet: 6:25 PM - 7 Jul 2013

Retrospective analysis



Trustworthy Systems 
Certification by independent oversight for an INDUSTRY  

11) Accounting firms conduct external audits

- Accounting firms can now include AI Audits
Deloitte, Ernst & Young, KPMG, PwC

- Consulting companies may play a role
Accenture, Boston Consulting, McKinsey & Co

- Experience across companies adds value



Trustworthy Systems 
Certification by independent oversight for an INDUSTRY  

12) Insurance companies compensate for failures

- Success in construction, healthcare, transportation,…
- Building codes for building code (Carl Landwehr)
- Self-driving car insurance premiums guide safety
- Skeptics don’t trust insurance companies



Trustworthy Systems 
Certification by independent oversight for an INDUSTRY  

13) Non-governmental and civil society organizations

- Many NGOs already active
- Algorithmic Justice League success: facial recognition



Trustworthy Systems 
Certification by independent oversight for an INDUSTRY  

14) Professional organizations and research institutes

- IEEE P7000 series of standards
- IEEE Ethics of Autonomous & Intelligent Systems
- Montreal AI Ethics Institute
- OECD AI Policy Observatory
- ACM Technology Policy Committee
- Partnership on AI



- Brown Univ Humanity Centered Robotics Initiative
- Columbia Univ   Data Science Institute
- Harvard Univ   Berkman Klein Center for Internet and Society
- Johns Hopkins Univ Institute for Assured Autonomy
- Monash Univ, Australia Human Centered AI
- New York Univ Center for Responsible AI
- Northwestern Univ  Center for Human-Computer Interaction + Design
- Stanford Univ Human-centered AI (HAI) Institute
- Univ of British Columbia, Canada    Human-AI Interaction
- Univ of California-Berkeley Center for Human-Compatible AI
- Univ of Cambridge, UK Leverhulme Centre for the Future of Intelligence
- Univ of Canberra, Australia Human Centred Technology Research Centre
- Univ of Chicago Chicago Human+AI Lab (CHAI)
- Univ of Oxford, UK Internet Institute, Future of Humanity Institute
- Univ of Toronto, Canada Ethics of AI Lab
- Utrecht Univ, Netherlands Human-centered AI

University Research Groups 



Governance Structures for Human-Centered AI
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Government Regulation 

Certification by independent oversight for an INDUSTRY

15) Government interventions and regulation

- Regulations: Good or Bad?
- U.S. FAA, FDA, FTC, NIST
- EU General Data Protection Regulation
- OECD Principles of HCAI
- UN AI for Good Global Summit



Government Regulation 
Certification by independent oversight for an INDUSTRY

15) Government interventions and regulation

- Regulations: Good or Bad?
- U.S. FAA, FDA, FTC, NIST
- EU General Data Protection Regulation
- OECD Principles of HCAI
- UN AI for Good Global Summit



Summary
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Oxford University Press (Early 2022)   https://hcil.umd.edu/human-centered-ai/



HCAI Framework



Design Metaphors



Governance Structures for Human-Centered AI
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Human-Centered Artificial Intelligence: Reliable, safe & trustworthy, International Journal of 
Human-Computer Interaction 36, 6 (March 2020). https://doi.org/10.1080/10447318.2020.1741118
Design lessons from AI’s two grand goals: Human emulation and useful applications, IEEE 
Transactions on Technology & Society 1, 2 (June 2020). https://ieeexplore.ieee.org/document/9088114

Bridging the gap between ethics and practice: Guidelines for reliable, safe, and trustworthy 
Human-Centered AI systems, ACM Trans. on Interactive Intelligent Systems 10, 4 (Oct 2020).  
https://dl.acm.org/doi/10.1145/3419764

Human-Centered Artificial Intelligence: Three fresh ideas, AIS Trans. on Human-Computer 
Interaction 12, 3 (Oct 2020). https://aisel.aisnet.org/thci/vol12/iss3/1/

Human-Centered AI. NAS ISSUES 37, 2 (Winter 2021). https://issues.org/human-centered-ai/

Summary & resources: https://hcil.umd.edu/human-centered-ai/



Human-Centered AI: Google Group

https://groups.google.com/g/human-centered-ai
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